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Background of Recommender Systems
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Limitations of RS

• Feature level: Lack of reasoning and knowledge in 
feature representations

• Interaction level: Data sparsity in user-item 
interactions

• Model level: Overlooking semantic understanding



Background of Recommender Systems
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Advantages of LLM

• Feature level: Reasoning abilities and world 
knowledge to derive textual descriptions

• Interaction level: Approximate users and derive 
new user-item interactions

• Model level: Analyze interactions from a  
semantic view

LLM

Enhancement



LLM-enhanced RS

LLM-enhanced RS (LLMERS) 

• Knowledge enhancement

• Interaction enhancement

• Model enhancement

6



Knowledge enhancement

Knowledge enhancement

• Summary Text: Utilizes LLM to summarize 
characteristics of items or reason for user 
preferences.

• Knowledge Graph: Applies LLM to 
generate or augment structured 
Knowledge Graphs
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Interaction enhancement

Interaction enhancement

• Text-based: LLM outputs names of 
pseudo-interacted items as augmentation

• Score-based: LLM derives probabilities of 
possible interactions for augmentation
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Model enhancement

Model enhancement

• Model Initialization: Pretrain or 
initialize RS model weights with LLM's 
semantics before training

• Model Distillation: Transfer powerful 
abilities of LLM to smaller RS models

9



Model enhancement

Model enhancement

• Embedding Utilization: Directly use LLM-
derived embeddings as a semantic 
supplement for RS

• Embedding Guidance: Use LLM 
embeddings as guidance for training or 
parameter synthesis of RS models

10
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Knowledge Enhancement

• LLM owns extensive world knowledge and 
powerful reasoning abilities, which can 
supplement the RS with external 
knowledge.

• Categories

• Summary Text

• Knowledge Graph

• Combination

12



Summary Text

• This subcategory refers to utilizing LLM to 
summarize the characteristics of items or 
to reason for the preference of users.

• For example, the prompt for 
summarization can be “Given a user who 
has viewed <Browsing History>, please 
explain what he or she is interested in: ”.

• Categories
• User Only
• Item Only
• User & Item

13



User Only - LANE

• Background

• The explainability of recommendation systems is crucial for enhancing user trust and 
satisfaction.

• Motivation

• Fine-tuning LLM models for recommendation tasks incurs high computational costs 
and alignment issues with existing systems, limiting the application potential of 
proven proprietary/closed-source LLM models, such as GPT-4.

• Key Components

• Semantic embedding

• User multi-preference extraction using zero-shot prompting

• Semantic alignment
14Zhao, Hongke, et al. "Lane: Logic alignment of non-tuning large language models and online 

recommendation systems for explainable reason generation." arXiv preprint arXiv:2407.02833 (2024).



User Only - LANE
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• Semantic Embedding
• Unlike traditional recommender 

systems that use item IDs, LANE 
encodes user history as 
semantic vectors using a text 
encoder

• Integrated Model Module
• LANE incorporates a standard 

sequential RS, but adapts its 
embedding layer to use the 
semantic vectors generated 
previously.



User Only - LANE
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• Extracting Multi-Preferences 
using LLM Zero-Shot 
Prompting

• Semantic Alignment via Multi-
Head Attention

• Prediction



User Only - LANE
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• LANE consistently achieves significant improvements in both NDCG@10 and HR@10 
across all datasets and baseline models.

• Practical Values: LANE works without fine-tuning LLMs, making it easy to integrate into 
existing systems while also providing explainable recommendations.



Item Only - GPTAugNews

• Background
• The explainability and informativeness of news metadata—especially category 

information—play a crucial role in personalized news recommendation.

• Motivation
• Manually creating detailed descriptions for news categories is labor-intensive.
• Existing category templates are too generic and provide insufficient semantic 

guidance.
• Pretrained language models often fail to interpret short category names effectively 

without richer context.

• Contribution
• Generating descriptions with LLMs
• Incorporating descriptions into recommendation models

18Yada, Yuki, and Hayato Yamana. "News recommendation with category description by a large language 
model." arXiv preprint arXiv:2405.13007 (2024).



Item Only - GPTAugNews

• Category Description Generation

• User Message + System Message -> LLM -> Generated Category Description

19



Item Only - GPTAugNews

• Integration into News Encoder

• 𝐷𝑖𝑛𝑝𝑢𝑡 = 𝐷𝑡𝑖𝑡𝑙𝑒 𝑠𝑒𝑝 𝐷𝑑𝑒𝑠𝑐 , encoding with bert-style news encoder

20



Item Only - GPTAugNews

• The proposed method consistently outperforms both the title-only and template-based 
baselines across all models and settings, achieving up to 5.8% AUC improvement.

21

• Practical Values: LLM-generated category descriptions offer a simple and generalizable 
way to enrich news representations, enabling better recommendations without 
additional training or domain-specific effort.



User & Item - KAR

• Background
• Classical recommender systems are limited to closed-domain data and lack access to open-

world knowledge, constraining their reasoning and generalization abilities.

• Motivation
• Directly using LLMs as recommenders leads to poor accuracy, high latency, and difficulty 

handling compositional reasoning.
• It is challenging to extract useful, aligned, and reliable knowledge from LLMs that is 

compatible with recommendation models.

• Contribution
• Propose KAR, a model-agnostic framework that extracts both reasoning knowledge about 

users and factual knowledge about items from LLMs.
• Design a hybrid-expert adaptor to transform textual knowledge into dense augmented 

vectors aligned with recommendation space.

22Xi, Yunjia, et al. "Towards open-world recommendation with knowledge augmentation from large language 
models." Proceedings of the 18th ACM Conference on Recommender Systems. 2024.



User & Item - KAR

• Knowledge Reasoning and Generation

• Use LLMs with factorized prompts to extract two types of open-world knowledge:

• Reasoning knowledge 𝑘𝑖
(𝑝)

for user 𝑖

• Factual knowledge 𝑘𝑖
(𝑙)

for item 𝑖

23



User & Item - KAR

• Knowledge Adaptation and Utilization

• Use a knowledge encoder (e.g., BERT) to encode LLM outputs

• Apply hybrid-expert adaptor with gating networks and shared/dedicated experts to 
transform to

24



User & Item - KAR
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• KAR consistently improves AUC and logloss across 9 CTR models, with up to 1.6% AUC 
and 3.1% logloss gain

• Practical Values: KAR offers a practical, modular, and efficient solution to enhance 
recommenders using LLM-generated knowledge, without modifying their internal 
architecture.



User & Item - SLIM
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• Background
• LLMs show strong reasoning ability and knowledge but are expensive and hard to 

deploy in real systems.

• Motivation
• One-shot generation by LLMs often produces irrelevant or incorrect 

recommendations.
• The scale and inference cost of LLMs are prohibitive for production use.

• Contribution
• Propose SLIM, use CoT prompting with LLMs to generate rationales.
• Distill these rationales into a small LLM for efficient deployment.
• Enable both ID-based and ID-agnostic recommendation by encoding rationales and 

item descriptions via a text encoder.

Wang, Yuling, et al. "Can small language models be good reasoners for sequential recommendation?." 
Proceedings of the ACM Web Conference 2024. 2024.



User & Item - SLIM

• Step-by-Step Knowledge Distillation

• Chain-of-Thought Prompting on 
Teacher Model with user prompt:
• Summarize preferences

• Infer categories or brands

• Recommend specific products

• Fine-tune Student Model with 
Rationales:
• The objective is to minimize generative 

loss

27



User & Item - SLIM

• Rationale Encoding and Enhanced 
Recommendation

• Text Encoding:
• Convert student-generated rationales 𝑟𝑢

and item descriptions 𝑓𝑖 into embeddings

• ID-Based Integration:
• Use an Information Fusion Layer to 

combine text and ID embeddings

• ID-Agnostic Matching:
• Apply a transformation to match rationale 

and item vectors

28



User & Item - SLIM
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• SLIM consistently improves performance across three datasets and three backbone models 
(GRU4Rec, SASRec, SRGNN), outperforming both traditional and ChatGPT-augmented baselines.

• Practical Values: SLIM enables small language models to act as effective reasoners in 
sequential recommendation by distilling step-by-step rationales from LLMs at a fraction 
of the computational cost.



Knowledge Graph

• Summary text is a type of unstructured 
knowledge, while the structured 
Knowledge Graph (KG) may drive better 
integration.

• Many work explore how to apply the LLM 
to generate a KG or augment an existing 
KG for enhancing RS.

• Categories

• Generation

• Completion & Fusion

30



Generation - LLMRG

• Background
• Recent works use knowledge graphs or behavior graphs to enhance reasoning, but 

most rely on pre-defined structures and cannot flexibly adapt to personalized needs.
• LLMs exhibit powerful reasoning and abductive inference ability.

• Motivation
• Can LLMs generate personalized multi-hop reasoning chains for sequential RS?
• How can we verify, score, and incorporate these LLM-generated chains into real-

world recommenders?
• Can this be done without relying on explicit external knowledge graphs?

• Contributions
• Adaptive Reasoning Module

31Wang, Yan, et al. "Enhancing recommender systems with large language model reasoning graphs." arXiv
preprint arXiv:2308.10835 (2023).



Generation - LLMRG

• Chain Construction and Verification

• Chained Graph Reasoning
• LLM builds reasoning chains 𝑅𝐶 from 

interaction sequence 𝑆𝑢 and attribute 𝐴𝑢

• Random Masking & Abductive 
Reasoning
• Each chain is perturbed into masked 

candidates 𝑀𝐶𝑖.

• The LLM performs abductive reasoning to 
infer whether masked parts still lead to 
the correct reasoning path.

• Scoring

32



Generation - LLMRG

• Reasoning Enhancement and Model Fusion

• Divergent Extension:
• From the reasoning graph, LLM identifies alternative 

paths by querying unexplored nodes, forming 
divergent reasoning graphs.

• Self-Improving Knowledge Base:
• Mismatches between retrieved reasoning and newly 

inferred reasoning are used to update the knowledge 
base.

• Final Fusion:

33



Generation - LLMRG

34

• LLMRG improves NDCG and HR by over 25–30% on ML-1M, Amazon Beauty, and Amazon 
Clothing, outperforming all baselines.

• Practical Values: LLMRG enables LLM-based, adaptive, multi-hop reasoning without 
external knowledge graphs, improving recommendation via personalized and verifiable 
chains.



Completion & Fusion - CoLaKG

• Background
• Existing KG-based recommenders often convert textual information into IDs, ignore 

semantic connections, and struggle to capture high-order relations due to GNNs’ 
limitations.

• Motivation
• KGs are incomplete or too sparse
• Converting entities into IDs discards rich semantic information, and GNNs fail to 

effectively propagate information over long distances in the KG.

• Contributions
• Item-item semantic graph
• Representation alignment and neighbor augmentation modules

35Cui, Ziqiang, et al. "Comprehending Knowledge Graphs with Large Language Models for Recommender 
Systems." arXiv preprint arXiv:2410.12229 (2024).



Completion & Fusion - CoLaKG

• KG Comprehension via LLM

• Item-centered KG Subgraph Construction

• Text Conversion & Prompting

• Embedding Generation
• Use pre-trained model 𝑃 to obtain semantic embedding

36



Completion & Fusion - CoLaKG

• Semantic Graph Construction & Integration

• Semantic Item-Item Graph
• Use cosine similarity to define edge weights

• Construct graph

• Representation Integration
• Align semantic embeddings to ID space

• Fuse with ID embeddings

• Neighbor Augmentation

37



Completion & Fusion - CoLaKG

38

• CoLaKG achieves the best performance across all four datasets, demonstrating strong 
generalization and semantic reasoning ability.

• Practical Values: By leveraging LLMs to comprehend and augment KG information, 
CoLaKG bridges the gap between structured knowledge and collaborative filtering, 
resulting in more robust and semantically aligned recommendation



Combination

• In consideration of the effectiveness of Summary text and Knowledge graph, some 
work also resort to combine both of them.

39



Combination - SKarRec

• Background

• Existing KT and recommendation models often rely on ID-based concept 
representations, which fail to generalize and lack interpretability.

• Motivation

• Prior methods overlook the textual and relational information between concepts, 
which leads to limited generalization, especially when dealing with unseen or 
ambiguous concepts.

• Contributions

• Structure and Knowledge-aware Concept Interpretation

• Graph-based Text Adaptation

40Li, Qingyao, et al. "Learning Structure and Knowledge Aware Representation with Large Language Models 
for Concept Recommendation." arXiv preprint arXiv:2405.12442 (2024).



Combination - SKarRec

• Structure and Knowledge-aware Concept Interpretation

• For a given concept 𝑐, SKarRec constructs prompt with (1) name and explanation (2) 
its predecessors and successors in the concept graph

• Prompt is sent to LLM to generate rich interpretation

• The interpreted concept text is used as semantic anchor for downstream tasks

41



Combination - SKarRec

• Graph-based Text Adaptation for Recommendation and Tracing

• Interpreted concept texts are encoded into embeddings using a transformer encoder.

• Graph 𝐺 over concepts is built using their relations

• Contrastive learning: positive pair (connected nodes), negative pair (unconnected)

42



Combination - SKarRec
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• SKarRec achieves the best performance on ASSIST09, ASSIST12, and Junyi across all three 
metrics, significantly outperforming prior graph-based, text-only, and ID-only methods.

• Practical Values: By integrating structural graph knowledge and language-model-based 
semantic reasoning, SKarRec offers a robust framework for educational recommendation 
and knowledge tracing with superior generalization and interpretability



Summary

44
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Interaction Enhancement
We basically divide the categories of LLM for interaction enhancement in two aspects:

46

Text-based:
As shown in Figure (a), test-based
methods first conclude a candidate set
and then utilize LLM to conduct the
possible next interacted item to achieve
augmentation.

Score-based:
For comparison (shown in Figure (b)),
score-based methods utilize LLM to rank
the importance of each item.



Text-based: LLMRec
Low-quality side information & Data Sparsity often contains bad affects, which severely
affects the accuracy of recommendation.

Large Language Model (LLM) is a promising technique to predict the user-item interaction
and augment the side information of users/items. However, there are still two severe
problems that hinder it work as a powerful data augmentor:

47

• Incomplete input information: It is hard to enable LLM to reason over full user-item
interaction patterns due to the limited input token. (P1)

Wei, Wei, et al. "Llmrec: Large language models with graph augmentation for recommendation." 
Proceedings of the 17th ACM International Conference on Web Search and Data Mining. 2024.

• Low-quality of generated data: LLM generators often introduce low-quality content that
may compromise the results because of the noise and the hallucination of the model. (P2)



Text-based: LLMRec
Specifically, for the first problem ‘P1: Incomplete input information’, The authors design two
individual modules to from a natural language perspective.

48

• Implicit Feedback Augmentor: Feeding the side feature of items and an item candidates
pool (acquired by a basic Rec model) into LLM.

• User Profiling & Item Attribute Enhancing: Leveraging LLM’s reasoning ability to
summarize users’ interactions and unify the item attributes.



Text-based: LLMRec
For the ‘P2: Low-quality of generated data’, The authors propose the Augmented Implicit
Feedback Noise Pruning and Enhancing Augmented Features via MAE.

49

• Enhancing Augmented Semantic Features via MAE: 1. Masking features of selected subset
of the node; 2. Leveraging feature restoration loss to compare the masked matrix with the
original one.

Augmented Implicit Feedback
Noise Pruning:
• Leveraging ascending-sort

mechanism with a BPR loss to
filter values and selects the top-
N score.



Text-based: LLMRec
For the experimental results, LLMRec achieves remarkable results under two public datasets and
beats all the compared baselines with significant improvement.

50

Overall Performance Results



Text-based: LlamaRec
While Conventional methods excel at mining collaborative information and modeling
sequential behavior, they struggle with data sparsity and long-tail problem.

LLM-based methods are proficient at utilizing rich textual contexts, but face challenges in
utilizing collaborative or sequential information.

51

• Q1: How to leverage LLM’s reasoning ability in conventional methods?

Significant Gap

Luo, Sichun, et al. "Integrating large language models into recommendation via mutual augmentation and 
adaptive aggregation." arXiv preprint arXiv:2401.13870 (2024).

• Q2: How to introduce collaborative/sequential informtaion in LLM-based methods?

• Q3: How to aggregate the LLM-based method and conventional methods properly?



Text-based: LlamaRec
To overcome the above problems, the authors propose LlamaRec, which allows the
conventional & LLM-based augmentation to mutually augment each other and adaptively
aggregates the results.

52



Text-based: LlamaRec
Specifically, for the first problem ‘Q1: How to leverage LLM’s reasoning ability in conventional
methods?’, The authors designed the Data Augmentation module.

53

• Data Augmentation:

Direct Recommendation:

Leveraging LLM to rank each item pair
and form the corresponding BPR loss:

Sequential Recommendation:
Leveraging LLM to predict the user prefered items in the un-interacted list, and then
inserting them in the interaction sequence.

Rating Prediction:
Leveraging LLM’s world knowledge to provide side information of item features.



Text-based: LlamaRec
For the second problem ‘Q2: How to introduce collaborative/sequential informtaion in LLM-
based methods?’, The authors design the two Prompt Augmentation strategies.

54

• Information from Similar User:

Regarding the interacted items of similar users as
collaborative information to enrich the prompt for
LLM Instruction-tuning.

• Knowledge from Conventional Rec Model:

Combining the prediction results from conventional
models with the prompt.



Text-based: LlamaRec
Moreover, for ‘Q3: How to aggregate the LLM-based method and conventional methods
properly?’, LlamaRec introduce the Adaptive Aggregation.

55

Long-tail coefficient:

The Utility Score of Rating Prediction
task can be formulize as:

For the top-𝑘 recommendation task, the LLM is employed to rerank the item list and the
Utility Score can be calculated as the same.



Text-based: LlamaRec
For the experimental results, LlamaRec achieves optimal results under three public datasets and
three recommendation tasks.

56

Overall Performance achieved by Direct Recommendation 
Models



Text-based: LlamaRec
For the experimental results, LlamaRec achieves optimal results under three public datasets and
three recommendation tasks.
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Overall Performance achieved by Sequential Recommendation 
Models



Text-based: LlamaRec
For the experimental results, LlamaRec achieves optimal results under three public datasets and
three recommendation tasks.

58

Overall Performance achieved by Rating Prediction Models



Text-based: LLMHD
Although Large Language Models (LLM) show potential in denoising recommendation, there
are still some challenges that hinders the directly application of LLM:

59

• C1: High Cost of LLM Summarization:

Assessing the preferences of all users across all
items is computationally intensive.

Song, Tianrui, Wenshuo Chao, and Hao Liu. "Large Language Model Enhanced Hard Sample 
Identification for Denoising Recommendation." arXiv preprint arXiv:2409.10343 (2024).

• C2: Misidentifying of Hard Sample & Noise:

It is challenging to distinguish the difference
between the Noisy and Hard Example.

• C3: Biased User Preference:

False-positive items can lead to biased user
preference summarization.



Text-based: LLMHD
To address the above challenges, the authors proposed LLMHD, featuring with Variance-based
Sample Pruning, LLM-based Sample Scoring, and Iterative Preference Updating to fully explore
the capabilities of LLM in denosing recommendation.

60



Text-based: LLMHD
To address C1: High Cost of LLM Summarization, LLMHD introduce the Variance-based Sample
Pruning module.

61

Following the observation of previous work: hard samples exhibit relatively higher
prediction score variance compared to noisy samples, LLMHD calculate and sort the
prediction score of positive/negative items as follows:

So the hard samples can then be defined as:

Preventing to feed all identified noisy samples to the LLMs for scoring, significantly reduce
the computation cost of LLM.



Text-based: LLMHD
For C2: Misidentifying of Hard Sample & Noise, LLMHD introduce a novel Sample Scoring module that leverage
LLM to provide auxiliary information for evaluating the sample hardness.

62

⚫ Pairwise Sample Scoring:

For both positive pairs and negative pairs,
setting different thresholds to control the
hardness:

And smoothly changing each threshold during
each training iteration T to achieve
generalization ability.

⚫ Pointwise Sample Scoring:

Considering the user’s preference for the
positive item does not significantly surpass
the negative, hard samples are identified
through the indicator function:

Also for achieving the generalization ability,
the threshold gradually decreases to increase
the hardness by the number of iteration T



Text-based: LLMHD
To address C3: Biased User Preference Summarization, LLMHD introduce the Iterative
Preference Updating module.

63

Specifically, the authors refine user preferences iteratively by excluding dislikes (false-positive)
and incorporating likes (false-negative).

The confident items’ selection can then be formularize as:

At last, LLMHD can refine the original preference based on identified false-positives and false-
negatives to construct the unbiased user profiles.



Text-based: LLMHD

For the experimental results,
LLMHD achieves optimal
results on three public
datasets, validating the
effectiveness of proposed
methods.

64



Text-based: SampleLLM
Existing methods in Tabular data synthesis often fall short in RS because of the difficulty in
understanding the complicated semantic feature relations.

Large Language Models (LLMs) have shown potential in generating synthetic data. However,
directly applying LLM to data synthesis still face severe problems:

65

• P1: Inconsistent Distribution & Diversity:

The distribution mismatch between LLM’s inherent
knowledge and the target datasets can lead to
reduced output diversity.

Gao, Jingtong, et al. "SampleLLM: Optimizing Tabular Data Synthesis in Recommendations." 
Companion Proceedings of the ACM on Web Conference 2025. 2025.

• P2: Distribution Difference Caused by LLM:

Inherent difference caused by LLM’s input-output
processing still result in a distribution gap.



Text-based: SampleLLM

66

To address the above problems, the authors propose SampleLLM, a two-stage framework
designed to enhance the quality of LLM-based tabular data synthesis in recommendation
tasks.



Text-based: SampleLLM
To address P1: Inconsistent Distribution & Diversity, in the First Stage, the designed instruction
and sampled exemplars from the original dataset are selected to serve as the input for the LLM,
producing the initial synthetic tabular data.

67

• Example Selection

Leveraging K-Means method, SampleLLM can ensures that each group of exemplars contains
samples from diverse regions of the original dataset’s distribution by only using clusters for
LLM’s few-shot learning.

The whole approach can be formulized as follows:



Text-based: SampleLLM
In the second stage, a feature attribution-based importance sampling operation is performed to
address ‘P2: Distribution Difference Caused by LLM’.

68

• Feature Attribution-based
Importance Sampling:

- Current Assumption:

- Semi-independence assumption:

Still challenging to identify the significance. -> Feature Interaction Extraction

Approximating performance change after setting an informative feature to the non-informative 
one:



• Calculating Sample Weights

The importance weights of samples can be derived using the following formula:

Text-based: SampleLLM
In the second stage, a feature attribution-based importance sampling operation is performed to
address ‘P2: Distribution Difference Caused by LLM’.

69

• Feature Interaction Extraction

The sum of absolute values of interaction can highlight the significance in the whole dataset
and can be used for further data alignment refinement:

• Obtaining Discriminant Probability

Then, the label of each tabular sample can be obtained by training a task-specific model:



They also validate the utility by supplanting the real data with synthetic data in training a
predictive model.

Text-based: SampleLLM
The experimental results have shown that SampleLLM achieves remarkable results on five
public datasets, validating the effectiveness of proposed methods.

70

Augmentation Utility Performance (10% synthetic 
data)

The authors first test the utility of synthetic data by comparing the prediction performance of
different methods after injecting synthetic data into the original data (Augmentation Utility).

MLE Utility Performance (10% sythetic data)



Score-based: LLM-Ins
Cold-Start Items are common in pratice and severely affect the performance.

Current Methods adopt mapping function to generate fake embedding from cold-start items’
content feature, but still face some challenges:

71

• C1: Distribution Gap. The generated embeddings are created from content features, while
the behavioral embeddings are trained from sequences.

Huang, Feiran, et al. "Large language model interaction simulator for cold-start item recommendation." 
arXiv e-prints (2024): arXiv-2402.

• C2: LLM’s Inadaptability. Applying LLM to interaction generation need further alignment &
unify.



Score-based: LLM-Ins
To address the challenges, the authors propose LLM-Ins to model interactions based on content
for each cold item (C1) and transform them from cold to warm items (C2).

72

(a) LLM-Simulator:

Generating possible user set for
cold items.

We’ll then detail the procedure of Hierarchical Interaction Simulator (main procedure).

(b) Interaction Simulator:

Mimicing user interactions for
each cold item and transform
them to warm.

(c) Embedding Updating :

Adaptively combining the cold
items and warm items.



 Embedding based filtering :

Ensuring that the candidate selection aligns
closely with real-world scenarios.

(two sides:semantic & collaborative)

• Llama Subtower:

Featuring with a user tower and a item tower,
it can acquire the user/item representation
and construct a BCE training loss:

Score-based: LLM-Ins
We’ll detail the procedure of Hierarchical Interaction Simulator (main procedure).

73

 Embedding based filtering :

• Collaborative Subtower:

Main loss (BPR): Narrowing the gap between
cold items and warm items.

Auxillary Loss (dis): Collaborative/non-
collaborative side:

Auxillary Loss (ide): Embedding distance side.



Score-based: LLM-Ins
We’ll detail the procedure of Hierarchical Interaction Simulator (main procedure).

74

 Prompt based refining :

The authors concat these two embeddings
from Llama Tower and Collaborative Tower:

Moreover, the authors leveraged LLM to
further refine the generated interactions to
filter the low-quality interactions:



Score-based: LLM-Ins
For the experimental results, LLM-Ins achieves optimal results under three backbone MF, NGCF,
LightGCN and presents remarkable performance in comparison with other LLM-based
Recommendation model:

75

Experiment results when backbone = LightGCN Comparison Experiment



Score-based: LLM4DSR
Sequential recommendation systems (SRS) are often contaminated by noisy interactions.

Large Language Models (LLMs) has merged as a potential avenue to alleviate the noisy data.
However, directly apply LLM to denoising task faces some challenges:

76

• C1: Inadaptability of LLM:

Direct application of pretrained LLMs may not be
competent for the denoising task.

Wang, Bohao, et al. "Llm4dsr: Leveraing large language model for denoising sequential 
recommendation." arXiv preprint arXiv:2408.08208 (2024).

• C2: Hallucination of LLM:

The reliability of LLM’s outputs remains
questionable.



Score-based: LLM4DSR
To address the above challenges, the authors proposed LLM4DSR, featuring with self-supervised
fine-tuning method and an uncertainty estimation mechanism to fully exploit the capabilities of
LLMs.

77



Score-based: LLM4DSR
Specifically, for C1: Inadaptability of LLM, LLM4DSR constructed a new dataset and leveraged
SFT to empower LLMs with denoising ability by using a “find & replace” task.

78

 Training Objective:

By prompting the LLM using left
instruction example, the authors
construct a new binary prediction
dataset and formulize the training
objective as follows:

However, there is still one limitation that current LLM-based denoiser can only address a single 
noise item per sequence. (L1: Inadaptability for Multi-noise Scenario)



Score-based: LLM4DSR
To address L1: Inadaptability for Multi-noise Scenario & C2: Hallucination of LLM, the
Uncertainty Estimation module is introduced.

79

 Uncertainty Estimation:

Regarding the LLM provided probability after
text "Noise Items:" as LLM’s confidence, the
probability values of all noisy items in the
sequence can be obtained by the formula
below:



Performance Comparison on Noise-added DatasetsPerformance Comparison on Raw Datasets

Score-based: LLM4DSR
For the experimental results, LLM4DSR achieves optimal results on three raw public datasets
and noise-added datasets, validating the effectiveness of proposed methods.
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Score-based: EIMF
Recent Studies have shown the rich semantic information can benefit the multi-interest
modeling in Sequential Recommendation Systems (SRS).

However, there are still some problems when leveraging the semantic information to model
user’s behavioral information.

81

• P1: Demand Conflict

Traditional SRS has high real-time requirements while the fine-tuning and inference of
LLM requires a lot of time and computing resources, leading to the demand conflict.

Qiao, Shutong, et al. "LLM-assisted Explicit and Implicit Multi-interest Learning Framework for 
Sequential Recommendation." arXiv preprint arXiv:2411.09410 (2024).

• P2: Misunderstanding of User’s Real Interests

The semantic information from user/item content has significant gap with the
behavioral information from well-trained recommendation model, leading to
misunderstanding of user’s real interests.



Score-based: EIMF
To address the above problems, the authors propose EIMF to adaptively combine traditional
model with LLM.
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Score-based: EIMF
Specifically, to address the ‘P1: Demand Conflict’, EIMF introduces Explicit Behavioral Interest to
fully explore the LLM’s capability while reducing the inference cost.

83

 Affinity Propagation &
LLM Summarization:

EIMF dividse users into
groups and utilize LLM as
summarizer to reduce the
inference cost.

 Interest Embedding

EIMF queries the semantic
interest embedding by
utilizing the target item as key,
which can be used for
alignment and semantic
prediction.



Score-based: EIMF
To address the ‘P2: Misunderstanding of User’s Real Interests’, EIMF combines the Behavioral
Interest with the Semantic Interest by jointly learning three kinds of tasks.

84

 Behavioral Interest:

Firstly, EIMF obtains the
implicit behavioral interest by
a SR model.

Then using similar Target-
aware Attention network to
acquire the behavioral
embeddings to construct the
loss.



Score-based: EIMF
To address the ‘P2: Misunderstanding of User’s Real Interests’, EIMF combines the Behavioral
Interest with the Semantic Interest by jointly learning three kinds of tasks.

85

 Joint Learning:

- Semantic Prediction Task

Calculating the score between
user’s semantic interest and
item text:



Score-based: EIMF
To address the ‘P2: Misunderstanding of User’s Real Interests’, EIMF combines the Behavioral
Interest with the Semantic Interest by jointly learning three kinds of tasks.
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 Joint Learning:

- Modal Alignment Task

Building the contrastive loss
to align the semantic
embedding and behavioral
embedding as:



Score-based: EIMF
To address the ‘P2: Misunderstanding of User’s Real Interests’, EIMF combines the Behavioral
Interest with the Semantic Interest by jointly learning three kinds of tasks.
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 Joint Learning:

- Recommendation Task

Finally, the whole loss can be
formulized as:



Score-based: EIMF
The experimental results show that EIMF achieves remarkable results on three public datasets
(two large and one small), presenting that EIMF’s superiority.

88

Performance comparison on two large datasets

Performance comparison on one small dataset



Score-based: EIMF
Moreover, the experiment performing on different backbones shows a significant improvement,
further validating the effectiveness of proposed modules in EIMF.

89

Performance comparison on different backbones



Summary
Here, we give an overview of the works on interaction enhancement for LLM Enhanced
Sequential Recommendation (LLMESR).

90

• Text-based: This kind of methods leverage LLM to give out the names of pseudo-interacted 
items in the user-item sequence as the augmentation. 

• Score-based: The score-based methods utilize LLM to derive the logits of the possible 
interactions and generate the augmented items by ranking. 
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Model Enhancement

• LLMs possess powerful semantic capabilities that 
can be directly integrated into recommendation 
systems to enhance models.

• Categories

• Model Initialization

• Model Distillation

• Embedding Utilization

• Embedding Guidance
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Model Initialization

• This subcategory refers to utilizing LLM-
derived semantics to initialize the weights 
of recommendation models before 
training begins.

• This approach accelerates model 
convergence while preserving semantic 
knowledge from LLM pretraining for 
downstream recommendation tasks.

• Categories
• Whole
• Embedding
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Whole - CTRL

• Background

• CTR prediction is a core task in recommender systems, where traditional 
collaborative models capture user preferences through feature co-occurrence.

• Motivation

• One-hot encoding discards semantic relationships, leading to poor performance in 
cold-start scenarios.

• Direct use of Pre-trained Language Models is computationally expensive and fails to 
meet low-latency requirements for online inference.

• Key Stages

• Cross-modal Knowledge Alignment

• Supervised Fine-tuning

94Li, Xiangyang, et al. "Ctrl: Connect collaborative and language model for ctr prediction." 
ACM Transactions on Recommender Systems (2023).



Whole - CTRL
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• Cross-modal Knowledge Alignment
• Tabular data feeds collaborative 

model, text prompts feed PLM. 
Contrastive learning aligns 
representations to distill semantic 
knowledge.

• Supervised Fine-tuning
• Enhanced collaborative model 

fine-tunes on CTR task. Only 
lightweight collaborative model 
deploys online, no PLM needed.

• CTRL proposes a two-stage 
framework to effectively integrate 
semantic knowledge into 
collaborative.



Whole - CTRL
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• CTRL significantly outperforms SOTA collaborative and semantic models on multiple 
public datasets and an industrial system, while maintaining high inference efficiency.

• Practical Values: CTRL achieves superior performance by fusing collaborative and 
semantic signals, maintains efficient inference, and is industrial-friendly with flexible 
model compatibility.



Whole - FLIP

• Background
• CTR prediction is a core task in recommender systems, where traditional ID-based 

models use one-hot encoding and PLMs use textual modality.

• Motivation
• One-hot encoding discards semantic information, leading to poor performance in 

sparse scenarios.
PLMs struggle with field-wise collaborative signals and have high computational costs 
for online inference.

• Key Components
• Modality Transformation 
• Modality Alignment Pretraining
• Adaptive Finetuning

97Wang, Hangyu, et al. "FLIP: Fine-grained Alignment between ID-based Models and Pretrained Language Models for CTR Prediction." 
Proceedings of the 18th ACM Conference on Recommender Systems. 2024.



Whole - FLIP
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• Modality Transformation
• Convert tabular features to textual 

sentences using simple templates, 
preserving semantic information 
in natural language format.

• Modality Alignment Pretraining
• Field-level masking with MLM, 

MTM, and ICL for fine-grained 
cross-modal alignment.

• Adaptive Finetuning
• Joint training with learnable 

weight α combining both model 
outputs for CTR prediction.



Whole - FLIP
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• FLIP significantly outperforms SOTA on three public datasets. It also shows strong 
compatibility with various ID models and PLMs.

• Practical Values: FLIP's fine-grained alignment (joint MLM+MTM) outperforms instance-
level methods, enables meaningful feature-level interactions, and enhances diverse ID-
based models (DeepFM, AutoInt, DCNv2) and PLMs of varying sizes.
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Embedding - LLMEmb

• Background

• Sequential recommender systems (SRS) predict user preferences through interaction 
history using learned item embeddings

• Motivation

• SRS models lack semantic understanding of textual item attributes.

• LLMs have strong semantics but poor item-level distinction for recommendations.

• Key Stages

• Supervised Contrastive Fine-Tuning (SCFT)

• Recommendation Adaptation Training (RAT)

Liu, Qidong, et al. "LLMEmb: Large Language Model Can Be a Good Embedding Generator for Sequential Recommendation." 
Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 39. No. 11. 2025.
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Embedding - LLMEmb

• Build prompts for each item
• Includes instruction + attribute-

value pairs.

• Data Augmentation
• Randomly drop attributes to create 

two prompt views per item (as 
positive pairs).

• Contrastive Learning
• Use contrastive loss to bring same-

item embeddings closer, push 
different-item embeddings apart.

• Outcome
• LLM learns to encode subtle 

attribute differences, providing 
stronger item representations.
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• Embedding Transformation: Use PCA to reduce dimensionality, then an adapter (two-
layer MLP) to match the SRS size.

• Adaptation: Freeze LLM, train the adapter and SRS backbone together using SRS loss.

• Collaborative Alignment: Align adapter output with embeddings from a trained SRS, 
using contrastive loss to prevent overfitting.

Embedding - LLMEmb
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• LLMEmb outperforms all baselines on Yelp, Amazon Beauty, and Fashion, especially 
improving recommendations for less popular (long-tail) items.

• Practical Values: LLMEmb's SCFT+RAT framework bridges semantic understanding with 
collaborative filtering, enables efficient precomputed embeddings, and enhances 
sequential recommenders without runtime overhead.

Embedding - LLMEmb
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Embedding - LLMInit

• Background

• Collaborative filtering models predict user preferences through interaction patterns 
but face cold-start and embedding collapse challenges.

• Motivation

• CF models capture interaction patterns but lack semantic understanding. 

• LLMs provide rich semantics but struggle with item-level distinctions.

• Key Stages

• Selective Sampling 

• Efficient Initialization 

Zhang, Weizhi, et al. "Llminit: A free lunch from large language models for selective initialization of recommendation." 
arXiv preprint arXiv:2503.01814 (2025).
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Embedding - LLMInit

• LLMInit bridges the LLM-CF embedding gap 
using selective initialization with sampling 
strategies to transfer knowledge from large 
LLM embeddings to lightweight CF models.

• Selective Sampling
• Extract K-dimensional embeddings 

from LLM representations using 
variance-based and random selection 
strategies.

• Efficient Initialization 
• Initialize CF models with LLM 

embeddings to inherit semantic 
knowledge while maintaining 
scalability.



106

• LLMInit significantly outperforms baseline CF models across all datasets (Beauty, Toys-
Games, Tools-Home, Office-Products).

• Practical Values: LLMInit provides a "free lunch" approach for enhancing CF models with 
LLM semantic knowledge while maintaining high efficiency and scalability for real-world 
deployment.

Embedding - LLMInit
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Embedding - LEARN

• Background

• Real-world LLM deployment in recommendation is hindered by the Domain Gap and 
Catastrophic Forgetting.

• Motivation

• Domain Gap: Mismatch between LLM's open-world knowledge and 
recommendations' collaborative knowledge.

• Catastrophic Forgetting: Fine-tuning LLMs to their full extent causes them to forget 
pre-trained knowledge.

• Key Components

• Content-Embedding Generation (CEG) 

• Preference Comprehension (PCH)

Jia, Jian, et al. "LEARN: Knowledge Adaptation from Large Language Model to Recommendation for Practical Industrial Application." 
Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 39. No. 11. 2025.
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Embedding - LEARN

• Content-Embedding Generation
• Uses a frozen LLM as an item 

encoder to convert text into rich 
content embeddings. Freezing is key 
to preventing catastrophic forgetting.

• Preference Comprehension 
• A lightweight Transformer learns user 

preferences from item embeddings 
via contrastive learning.

LEARN is a twin-tower framework that 
adapts LLM knowledge by freezing the 
LLM and using self-supervised training.



109

• LEARN achieves SOTA performance on large-scale offline datasets and delivers significant 
business impact in real-world online A/B tests on Kuaishou.

• Practical Values: LEARN is the first LLM-enhanced solution successfully deployed and 
monetized in a large-scale industrial recommender system, setting a new standard for 
practical application.

Embedding - LEARN
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Embedding - SAID

• Background

• LLMs enhance sequential recommendation models with their generalization ability 
and knowledge base.

• Motivation

• LLM embeddings may lose fine-grained item information

• Long token sequences cause efficiency issues

• Key Stages

• Semantically Aligned Embedding Learning

• Model-agnostic Sequential Recommender Training

Hu, Jun, et al. "Enhancing Sequential Rec ommendation via LLM-based Semantic Embedding Learning." 
Proceedings of the ACM Web Conference 2024 (WWW’24 Companion), 2024.
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Embedding - SAID

SAID learns item embeddings aligned with LLM 
text descriptions, usable with lightweight 
sequential models.

• Semantically Aligned Embedding Learning
• SAID learns to generate an embedding for 

each item by leveraging the projector 
module and an on-the-shelf LLM.

• Model-agnostic Sequential Recommender 
Training
• The embeddings acquired during the first 

stage are utilized as initial features of the 
items, which are then inputted into a 
downstream model for sequential 
recommendation.
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Embedding - SAID
• Experiments conducted on public datasets above and Alipay’s online advertising 

deployment justify the efficiency and efficacy of SAID.

• Practical Values: SAID significantly enhances inference efficiency and recommendation accuracy, 
making large language models practically applicable in industrial recommendation scenarios.



Model Initialization

• This subcategory refers to compressing 
LLM knowledge into smaller RS models 
through distillation techniques.

• This approach transfers LLM capabilities to 
lightweight models while maintaining 
recommendation quality for efficient 
deployment.

• Categories

• Feature-based 

• Response-based

113
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Feature-based - LEADER

• Background

• Medication recommendation provides prescription suggestions to doctors. LLMs 
have two advantages: medical semantic understanding and cold-start capabilities.

• Motivation

• Complex medication names cause LLMs to output recommendations not in drug 
databases, leading to failures. 

• Resource-intensive LLM inference challenges resource-constrained medical 
institutions in using LLMs for drug recommendations.

• Key Stages

• Improve for LLMs

• Distilling LLMs

Liu, Qidong, et al. "Large language model distilling medication recommendation model." 
arXiv preprint arXiv:2402.02803 (2024).
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Feature-based - LEADER

• Improve for LLMs
• Replace the original text generation 

head layer of the large model with a 
new classification layer, and fine-tune 
the model using BCE loss.

• Distilling LLMs
• Design the distillation process where 

the hidden states from the final layer 
of the LLMs are used as guidance to 
distill semantic understanding into 
the designed smaller model.

LEADER improved the recommendation 
performance of LLMs by enhancing the 
output layer.
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• LEADER significantly outperforms baseline. The distilled smaller model demonstrates 
excellent performance in both overall and cold-start scenarios.

• Practical Values: LEADER can be used for recommending prescriptions for patients who 
first visit the hospital (cold-start scenarios).

Feature-based - LEADER
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Feature-based - SLMRec

• Background

• Large Language Models (LLMs) have demonstrated exceptional performance in 
Sequential Recommendation (SR). 

• Motivation

• Intermediate layers of LLMs are largely redundant for SR tasks.

• The massive computational and deployment costs make LLMs impractical for 
industrial applications.

• Key Stages

• Layer-wise Feature Distillation

• Dual-Loss Feature Alignment

• Auxiliary Supervision
Wenfang Lin, et al. “SLMRec: Empowering Small Language Models for Sequential Recommendation.” 
arXiv preprint arXiv:2405.17890 (2024).
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Feature-based - SLMRec

• Layer-wise Feature Distillation

• Aligns intermediate hidden states to 
transfer rich feature-level knowledge, 
not just mimic final outputs.

• Dual-Loss Feature Alignment

• Employs a dual-loss mechanism to 
match features in 
both direction and magnitude.

• Auxiliary Supervision

• Applies early, task-specific 
supervision to shallow layers, 
enabling efficient learning in a 
compact model.
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• SLMRec achieves state-of-the-art performance while reducing computational costs.

• Practical Values: SLMRec offers the industry a path to harness the power of LLMs in 
recommendation systems in an economical, efficient, and high-performance manner.

Feature-based - SLMRec
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Response-based - DLLM2Rec

• Background

• LLM-based recommenders face serious inference inefficiency issues, posing 
substantial challenges to their practical applications.

• Motivation

• Teacher Knowledge Reliability: The teacher's knowledge isn't always reliable.

• Model Capacity Gap: The student struggles to assimilate teacher knowledge.

• Semantic Space Divergence: Different "languages" make direct alignment 
counterproductive.

• Key Stages

• Importance-aware Ranking Distillation

• Collaborative Embedding Distillation
Cui, Yu, et al. "Distillation matters: empowering sequential recommenders to match the performance of large language models."
Proceedings of the 18th ACM Conference on Recommender Systems. 2024.
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Response-based - DLLM2Rec

• Importance-aware Ranking Distillation

• DLLM2Rec introduces importance 
weights to selectively learn reliable 
knowledge rather than blindly 
mimicking teacher rankings.

• Collaborative Embedding Distillation

• DLLM2Rec performs collaborative 
fusion to bridge semantic space 
divergence between teacher and 
student.

DLLM2Rec is designed to effectively distill 
knowledge from LLM-based 
recommenders to conventional 
recommenders.
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• DLLM2Rec's lightweight student model not only achieves a million-fold speedup in 
inference but also outperforms the massive LLM teacher on several datasets.

• Practical Values: DLLM2Rec provides the industry with a path to integrate the powerful 
capabilities of large language models into existing recommendation systems in an 
economical, efficient, and feasible manner.

Response-based - DLLM2Rec



Agenda

123

4.2 Model 
Enhancement 2

3 Interaction 
Enhancement

2 Knowledge 
Enhancement

Yuhao Wang

Pengyue Jia

4.1 Model 
Enhancement 1

5 Conclusion

Zijian Zhang

Yejing Wang

Ziwei Liu Maolin Wang

1 Introduction



Embedding Utilization
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• This subcategory refers to utilizing the 
embeddings derived from LLM to enhance 
traditional RS as a semantic supplement.

• This approach tackles the deficiency that 
textual outputs are often difficult and 
inefficient to be integrated into RS directly.

• Categories

• User Only

• Item Only

• User & Item



KAR

125Xi, Yunjia, et al. "Towards Open-World Recommendation with Knowledge 
Augmentation from Large Language Models." RecSys 2024.

• Reasoning about 
user preferences 
given user profile 
and interactions



LLM-CF
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• Offline service
• Chain of Thought 

(CoT) reasoning

• In-context CoT
dataset construction

Sun, Zhongxiang, et al. "Large Language Models Enhanced 
Collaborative Filtering." CIKM 2024.



LLM-CF
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• Online service
• In-context CoT

examples Retrieval

• World knowledge & 
reasoning guided CF

• Feature enhanced RS



LLM-CF
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• CoT Prompt
• Generating CoT of the user’s 

decision making on the target item



LLM-CF
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• Offline Service
• Instruction tuning on LLaMA2

• RecGen-LLaMA generating CoT
forming ICT dataset



LLM-CF
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• Online Service
• Embedding-based revrieval

forming ICT examples

• Learning world-knowledge and 
reasoning guided CF feature



Overall performance
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• LLM-CF achieves improvement on different CTR backbones.



TedRec

132Xu, Lanling, et al. "Sequence-level Semantic Representation Fusion for 
Recommender Systems." CIKM 2024.

• TedRec applies Fourier Transform to conduct semantic fusion 
in the frequency domain.



PAD
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• Challenges for Alignment + SFT
• Inability to Capture All Statistics of 

Data Distribution: Contrastive 
learning with common cosine kernel is 
not optimal

• Catastrophic Forgetting in Alignment:
With only one set of collaborative 
embeddings, the alignment leads to 
catastrophic forgetting on the 
collaborative embeddings

Wang, Yuhao, et al. "Pre-train, Align, and Disentangle: Empowering 
Sequential Recommendation with Large Language Models." SIGIR 2025.



PAD
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• Pre-train
• Text & Collaborative emb



PAD
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• Align
• Recommendation as anchor

• Multi-kernel maximum 
mean discrepancy as 
alignment loss based on 
characteristic kernel



PAD
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• Disentangle
• Triple-Experts & Multi-Emb



PAD
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• PAD surpasses all baselines and achieves significant improvement.



PAD
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MIND Electronics Prime Pantry

• PAD can mitigate cold-start problem with LLM knowledge.



LLM-ESR
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• Long-tail Challenges for SR
• Long-tail User Challenge: The majority of users 

receive less than optimal recommendation services 
→ Poor experience for new users

• Long-tail Item Challenge: Current SRS models often 
underperform those unpopular items     

→ Less profits for small sellers

• LLMs are promising to address the long-tail 
challenges from semantic view!

Liu, Qidong, et al. "LLM-ESR: Large Language Models Enhancement for Long-tailed 
Sequential Recommendation." NeurlPS 2024.



LLM-ESR
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• Dual-view Modeling: Consisting of 
semantic-view modeling and 
collaborative-view modeling to 
address the long-tail item issue



LLM-ESR
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• Retrieval Augmented Self-Distillation: 
Enhancing the SRS model to address 
the long-tail user problem



LLM-ESR
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• LLM-ESR leads the overall performance, which indicates 
better enhancing effects.



LLM-ESR
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• LLM-ESR achieves the best on tail and popular item group.

• LLM-ESR can augment the tail user group better.



NoteLLM

144Zhang, Chao, et al. "NoteLLM: A Retrievable Large Language Model for 
Note Recommendation." WWW 2024.
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NoteLLM

• Note Compression Prompt
• Compressing the note content 

• Generating hashtags/categories 
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NoteLLM

• Constructing related note pairs
• Counting co-occurrence scores 

• Selecting notes with highest scores as related notes
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NoteLLM

• Generative-Contrastive Learning
• Identifying related notes from in-batch negatives
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NoteLLM

• Collaborative Supervised Fine-tuning
• Generating hashtags/categories for each note



• Multimodal In-Context Learning
• Separating multimodal content 

into visual & textual components

• Compressing into modality-
compressed words

NoteLLM-2

149Zhang, Chao, et al. "NoteLLM-2: Multimodal Large Representation 
Models for Recommendation." KDD 2025.



NoteLLM-2
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• Late Fusion
• Multimodal Gating mechanism



BAHE

151Geng, Binzong, et al. "Breaking the Length Barrier: LLM-Enhanced 
CTR Prediction in Long Textual User Behaviors." SIGIR 2024.

• Hierarchical Encoding
• Lower layers encoding item into 

atomic representation

• Higer layers generating high-level 
user representations



Embedding Guidance
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• This subcategory refers to only using the 
LLM embeddings as the guidance for 
training or parameter synthesis.

• Categories

• User Only

• User & Item



LLM4MSR
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• Multi-Scenario Modeling
• Tackling data sparsity

• Reducing computation cost

• High efficiency

• Challenges
• Insufficient scenario knowledge

• Ignoring cross-scenario preferences

• Motivation
• Incorporating LLM to improve 

conventional recommender system

• LLM as reasoner + encoder

Wang, Yuhao, et al. "LLM4MSR: An LLM-Enhanced Paradigm for 
Multi-Scenario Recommendation." CIKM 2024.



LLM4MSR
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• Multi-scenario reasoning
• Scenario-level prompt

• User-level prompt



LLM4MSR
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• Multi-level Fusion
• Meta-networks generating meta layers

• Hierarchical bottom + parallel structure



LLM4MSR
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• LLM4MSR achieves an increase of 
1.5%, 1%, and 40% in AUC on 
three datasets
• Domain correlation & Personalized 

interest + Adaptive meta network



LLM4MSR
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• LLM4MSR enhances various MSR 
backbone models, showing great 
compatibility and deployability



RLMRec

158Ren, Xubin, et al. "Representation Learning with Large Language 
Models for Recommendation." WWW 2024.

• Generating profile

• Extra alignment loss



Summary
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Conclusion
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LLM-enhanced RS (LLMERS) 

• Knowledge enhancement

• World Knowledge, Reasoning

• Explicit semantic -> requiring further encoding 

• Interaction enhancement

• Generation 

• Highly scalable

• Model enhancement

• Representation, implicit semantic

• (Small) pre-encoding & storage issues



Trend

• Semantics: explicit -> implicit, model enhancement solutions are dominant

• Fine-tuned open-source LLMs are more popular for better adaptability
162



Future Directions

• Extended to more recommendation tasks 

• Focused on collaborative filtering and sequential 
recommendation

• Potential in other tasks like multi-task, cross-domain…

• Support for multimodal/text-free RS

• Multimodal input: MLLM -> adaptive representation 

• E.g., phone case vs. dresses on E-commerce platforms

• Text-free RS: tabular data comprehension

• User-centric enhancement 

• Relying on item description/representations -> lengthy 
prompt/behavior-unaware integration

• Item-free user enhancement, behavior-aware integration
163



Future Directions

• Scalability

• More efficient than “LLM as RS” solutions

• Huge computational & storage burden for extremely 
numerous items, especially knowledge & model 
enhancement  -> Limited ROI

• Explainability 

• Not addressed by LLM 

• Generating explanations while enhancing RS 

• Evaluations

• Only evaluated combined with traditional RS

• Lack of benchmarks and metrics for LLM enhancement
164
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