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Abstract
Due to exceptional reasoning and understanding abilities, the Large
Language Model (LLM) has revolutionized the pattern of many
fields, including recommender systems (RS). There has been a hand-
ful of research that focuses on empowering the RS by LLM. Recently,
considering the latency and memory costs in real-world applica-
tions, LLM-Enhanced RS (LLMERS) is highlighted. This direction
pushes the LLM into the online systemwith a large step by eliminat-
ing the utilization of LLM during inference. As a cutting-edge field,
there is a clear need for a comprehensive survey to summarize this
direction. In this survey, we systematically investigate the most up-
to-date works of LLM-enhanced RS to boost this direction. Based
on the component of an RS model that the LLM aims to augment,
the basic taxonomy includes Knowledge Enhancement, Interac-
tion Enhancement andModel Enhancement. Additionally, we
identify several promising research directions. To facilitate access
to the surveyed papers, we release a repository 1.

1https://github.com/Applied-Machine-Learning-Lab/Awesome-LLM-Enhanced-
Recommender-Systems
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1 Introduction
The large language model has been proven to own emergent ca-
pabilities in language understanding and reasoning [3, 15, 16, 108,
110, 113, 115]. In view of the only utilization of collaborative signals
by conventional recommender systems [2, 88, 90], supplementing
semantic information for RS by the LLM is attractive. Thus, many
works have been proposed to fill the gap between natural language
and recommendation, leading to a powerful RS.

Despite a certain extent of success in adapting LLM to RS, one
significant difference between the dialogue system and the recom-
mender system lies in the inference latency. RS often requires
low latency for a mass of requests, while the LLM, e.g., LLaMA-7B,
can only achieve seconds latency for a response. However, many
studies focus on using the LLM for recommendation directly at
the early stage [18], which makes it difficult to meet the demands
of real-world applications. Recently, more researchers have paid

https://doi.org/10.1145/3711896.3736553
https://doi.org/10.1145/3711896.3736553
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attention to such an issue and commenced diving into the LLM-
enhanced RS for practice. Therefore, to boost such a direction, we
write this survey to conclude the most up-to-date works.

In order to clarify the range of this survey, we first give out the
definition of LLMERS: The conventional recommender systems
are enhanced by LLM via assistance in training or supple-
mentary for data, while no need for LLM inference during
the service. Though there have been some surveys about LLM for
RS, three critical differences exist. i) Most current surveys focus
on how to use the LLM itself as a better RS, including genera-
tive recommendation [35, 38, 93] and discriminative recommen-
dation [4, 6, 26, 41, 76, 115]. By comparison, our survey addresses
the LLMERS especially. ii) LLM for RS is a cutting-edge direction,
which develops rapidly. Some surveys [4, 41, 93, 115] do not include
the most up-to-date papers. By comparison, more than 60 works
in this survey were published after 2024. iii) A few surveys have
referred to LLM-enhanced RS [4, 41], but they only focus on the en-
hancement from the aspect of feature engineering. In contrast, this
survey is the first one to conclude LLMERS from a comprehensive
view, including feature and model aspects.

1.1 Preliminary
Since LLM-enhanced RS targets to enhance RS, introducing RS’s
components and challenges is a prerequisite to understanding
where and why the LLM is needed. As shown in Figure 1, the
conventional RS often consists of the interaction data (feature and
interaction) and the recommendation model.
Interaction Data. The conventional recommender system cap-
tures the collaborative signals from user-item records [33], which
depends on the interactions in data for training. Besides, many
content-based models [56] extract the co-occurrence relationships
contained in the features of users and items for recommendation.
Therefore, Feature and Interaction are two necessities of data.
However, there exist two challenges of data hindering further ad-
vancements for conventional RS.
• Challenge 1: For features, they are often converted into numerical
or categorical values for utilization while lacking reasoning and
understanding from the knowledge aspect.

• Challenge 2: For interactions, data sparsity leads to insufficient
training for RS models.

Recommendation Model. With the wide application of deep
learning techniques, the recommendation model conforms to an
“Embedding-Deep Network” pattern. The embedding layer targets
transforming the raw features into dense representations [114],
and the deep network will then capture the user’s interests [107].
However, they both face a unique challenge:
• Challenge 3: For recommendation models, they can only capture
the collaborative signals, while ignoring semantic information.

1.2 Taxonomy
LLMERS augments the conventional RS from its basic components,
i.e., interaction data and recommendation model, so that only con-
ventional RS models are conducted during serving. According to the
challenge LLM will take effect, we categorize the LLM-enhanced
RS into three lines, which are illustrated in Figure 1.

 Recommendation Model

Model
Enhancement

Age: xx
Gender: xx

Preference: xx

Age: xx
Gender: xx

Knowledge
Enhancement

Preference: xxInteraction
Enhancement

Interaction Data

Train

Figure 1: The taxonomy of LLM-enhanced RS.

Knowledge Enhancement. This line of work utilizes reasoning
abilities and world knowledge of the LLM to derive textual de-
scriptions for users or items. These descriptions will serve as extra
features to supplement reasoning and understanding knowledge,
and thus they can face the Challenge 1. (Section 2)
Interaction Enhancement. To face the data sparsity issue, i.e.,
Challenge 2, some research studies adopt the LLM to derive new
user-item interactions. (Section 3)
Model Enhancement. The LLM can analyze the interactions from
a semantic view, so some works have tried to make use of the LLM
to assist the conventional recommendation models, addressing the
Challenge 3. (Section 4)

For clarity, we show all the LLMERS papers according to the
taxonomy in Figure 2.

2 Knowledge Enhancement
LLM owns extensive world knowledge and powerful reasoning
abilities, which can supplement the RS with external knowledge.
In this category, the LLMERS often utilize explicit knowledge to
augment the recommender system. For example, as shown in Fig-
ure 1, we can prompt the LLM by the user’s textual interactions
to output the “preference” of the user as an extra feature. Such a
feature, containing the knowledge from the LLM, can enhance the
current RS. Since the feature can be derived and saved in advance,
the demand for LLM will be avoided during the service, leading
to efficient inference. According to the type of the feature, we can
further partition this line into unstructured Summary Text, struc-
tured Knowledge graph, and Combination of these two. The
illustrations of these lines are shown in Figure 3.

2.1 Summary Text
This subcategory refers to utilizing LLM to summarize the char-
acteristics of items or to reason for the preference of users. For
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LLMERS

Knowledge §2

Summary
Text §2.1

User Only LANE [111]; LLM-BRec [28]; RecLM [31]

Item Only ONCE [45]; LAMAR [57]; GPTAugNews [99];
SeRALM [67]; MMRec [75]; X-Reflect [62]

User & Item
KAR [94]; GaCLLM [11];
SLIM [86]; REKI [95]

Knowledge
Graph §2.2 Generation

LLMRG [83]; SAGCN [43]; LLMHG [8];
HRGraph [91]; LLM-PKG [81];
AutoGraph [68]; CIKG [25]

Completion
& Fusion

LLM-KERec [112]; CSRec [101]; CoLaKG [10]

Combination
§2.3 KELLMRec [59]; SKarRec [36]

Interaction §3 Text-based §3.1
ONCE [45]; LLMRec [92]; LlamaRec [58];

ColdAug [80]; LLMHD [71]; LLM4IDRec [7];
SampleLLM [17]; LLMSeR [72]

Score-
based §3.2 LLM-Ins [27]; LLM4DSR [78]; EIMF [64]

Model §4

Model
Initialization

§4.1
Whole CTRL [37]; FLIP [79];

Embedding LLM2X [22]; SAID [24]; LEARN [30];
TSLRec [42]; LLMEmb [48]; LLMInit [109]

Model
Distillation

§4.2
Feature LEADER [51]; SLMRec [97]

Response DLLM2Rec [9]

Embedding
Utilization §4.3

User Only LLM-CF [73]; LLMGPR [55]

Item Only

TedRec [96]; LSVCR [117]; LRD [100];
NoteLLM [105]; LLM-ESR [49];
CELA [82]; NoteLLM-2 [106];

AlphaRec [69]; Flare [23]; HLLM [5];
QARM [60]; Molar [61]; PRE-
CISE [70]; PAD [84]; RecG [39]

User & Item
SINGLE [54]; LoID [98];

BAHE [19]; DynLLM [116];
EmbSum [104]; Laser [40]; LARR [77]

Embedding
Guidance §4.4 User Only LLM4SBR [65]; LLM-ESR [49];

LLM4MSR [87]; LLM4CDSR [53]

User & Item
RLMRec [66]; DaRec [102];
HARec [63]; IRLLRec [85]

Figure 2: Typology of LLM-Enhanced Recommender Systems.

example, the prompt for summarization can be “Given a user who
has viewed <Browsing History>, please explain what he or she is
interested in: ”. The summary texts are then often encoded by a
general language model, such as Bert [32]. Some works enhance
the RS for either the user or item side, while others address both.

2.1.1 User Only and Item Only. For the user-only literature,
LANE [111] and LLM-BRec [28] fabricate prompts to capture multi-
preferences of users. For better utilization, LANE additionally de-
signs an attention mechanism to align the preference representa-
tions of RS and LLM. On the other hand, as basic units in the RS,
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LLM 

Given a user who has viewed ...,
 he or she is interested in:

He or she likes ...

Text Encoder

LLM 

Given an item named ...,  does it
have the attribute ...?

KG Encoder

RS Model

（a) Summary Text （b) Knowledge Graph

Figure 3: The illustration of Knowledge Enhancement.

more works focus on the item-only aspect. As one of the pioneers
in this field, ONCE [45] utilizes LLM as a content summarizer for
news recommendation. Besides, it proposes to extend the news
content by LLM before encoding, while Yada et al. [99] uses the
LLM to generate category descriptions for augmenting the news
content. Similarly, LAMAR [57] adopts LLM to output factual prop-
erties of movies. As for SeRALM [67], it additionally devises an
alignment training pattern for better integration of LLM’s knowl-
edge. Recently, multimodal RS [46] has attracted much attention.
MMRec [75] and X-Reflect [62] propose to use multimodal LLM to
summarize the visual feature into textual description for use.

2.1.2 User & Item. Some studies generate summary texts for
both user and item to enhance RS, especially content-based RS [29].
As one of the pioneers in this line, KAR [94] gets the reasoning
knowledge of users and factual knowledge of items in textual form.
The knowledge is then encoded by the designed multi-expert text
encoders and integrated into the traditional CTR models, such as
DeepFM [21] and DIN [118]. REKI [95], a successor of KAR, fur-
ther refines the knowledge extraction module for various scales
of recommendation scenarios. Different from these two works,
GaCLLM [11] enhances the graph-based RS models by the knowl-
edge of users and items, considering the LLM as an aggregator to
extract structural information and thereby augment the RS.

2.2 Knowledge Graph
Summary text is a type of unstructured knowledge for enhance-
ment, while the structured Knowledge Graph (KG) may drive better
integration. Thus, many current works have explored how to apply
the LLM to generate a KG (Generation) or augment an existing
KG (Completion & Fusion) for enhancing traditional RS.

2.2.1 Generation. In this subcategory, the KG is generated ini-
tially and then used as supplementary features for enhancing RS.

LLM 

Given a user who have viewed ...,
Candidate Set: [Item_1, Item_2, ...]

"Item_2"

LLM 

Item_1

（a) Text-based （b) Score-based

Item_2 Item_N

0.02 0.31 0.05

Augmentation: Item_2 Augmentation: Item_2

Figure 4: The illustration of Interaction Enhancement.

LLMRG [83] is the first to explore the KG generation for RS. It
fabricates the reasoning prompt to derive possible interaction se-
quences from LLM and the verification prompt to filter out illogical
sequences. The generated sequence forms an interaction graph,
which is then used to enhance the user representation. Similarly,
LLMHG [8] also prompts LLM to generate a KG based on the user’s
interaction records, but instead of an interaction graph, it derives
user-interest hyper-graphs. Besides, SAGCN [43] imposes the LLM
to distinguish the user-item interactions from various semantic
aspects, generating multiple interaction graphs corresponding to
these aspects. All of these works tend to generate KG at the inter-
action level. By comparison, HRGraph [91] utilizes LLM to conduct
job entity extraction from job descriptions and curriculum vitae,
producing the specified graph for job recommendation.

2.2.2 Completion & Fusion. Different from generation, this
line of work often imposes the LLM on existing KG. For exam-
ple, LLM-KERec [112] adopts the LLM to identify complementary
relationships within an item KG. Then, the KG-based RS can derive
better recommendations by enriched entity relationships. Besides,
Yang et al. [101] find that the direct fusion of existing KG and LLM-
generated entity relations is sub-optimal. To address such an issue,
they propose an improved fusion method to better integrate the
two sources.

2.3 Combination
In consideration of the effectiveness of these two types, some works
also resort to combining both of them. KELLMRec [59] is one rep-
resentative, which integrates the KG for constructing prompts to
avoid the hallucination problem when getting the summary texts
from LLM. Besides, SKarRec [36] also links the entity in KG to the
textual prompts, allowing the LLM to generate KG-aware knowl-
edge that augments the concept recommendations.

3 Interaction Enhancement
To address the sparsity problem in traditional RS, data augmenta-
tion is a straightforward way [34, 52], generating new interactions.
The augmented interactions are only supplemented for training
traditional RS models, so no extra inference burden will be brought.
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Inspired by the semantic view of LLM, some research studies have
explored the interaction generation by LLM. We categorize these
approaches into two types based on the output of the LLM, i.e.,
Text-based and Scored-based, shown in Figure 4. The former
gives out the names of pseudo-interacted items as the augmenta-
tion. By comparison, score-based methods derive the logits of the
possible interactions and generate the augmented items by ranking.

3.1 Text-based
ONCE [45] is the first to investigate the data augmentation for
RS using LLM. It prompts the LLM to recommend news based on
a user’s historical records. The generated news is added to the
dataset as an augmented interaction for this user. However, the
direct choice from a large item set is difficult for LLM. Thus, later
works propose narrowing the selection to a smaller set of items
for higher augmentation accuracy. For example, LLMRec [92] first
adopts a well-trained traditional RS to filter out a list of items and
then prompts LLM to choose from them. Similarly, LlamaRec [58]
imposes the LLM to generate interactions from a random-sampled
item set. Furthermore, Wang et al. [80] proposes to utilize the LLM
to judgewhich item a user prefers, generating pair-wise interactions
for cold-start RS. In addition to generating new data, distinguishing
noisy data is also a vital topic in data augmentation. LLMHD [71]
addresses this issue by applying the LLM to distinguish hard or
noisy samples in sequential recommendation.

3.2 Score-based
As mentioned in the last subsection, it is difficult for LLM to select
from a large number of items. Besides, the textual output often
faces the out-of-corpus problem [1], i.e., the generated item name
cannot correspond to anyone in the item set. To avoid these two
problems, some works explore the score-based method. One typical
work of this line is LLM-InS [27]. It firstly imposes the LLM to
derive the semantic embeddings of users and items, and then gen-
erates augmentations by calculating the similarity between them.
By comparison, LLMDSR [78] considers the probability of word
tokens as the confidence in deciding a noisy item and generates the
new item by the similarity of embeddings.

4 Model Enhancement
Beyond data-level enhancement, the powerful abilities and seman-
tics of LLM can also be injected into traditional recommendation
models directly. RS models are generally composed of two main
parts, i.e., embedding layer and hidden layers. The former often
captures relationships between items, while the latter extracts more
complex user preferences. According to the various parts, we cat-
egorize this line intoModel Initialization,Model Distillation,
Embedding Utilization and Embedding Guidance, as shown in
Figure 5. The first two categories involve applying the LLM to the
entire RS model, while the embedding utilization and guidance only
impose the LLM on the embedding layer. It is worth noting that
Model Initialization, Model Distillation, and Embedding Guidance
only need the LLM to assist in training RS models, so LLM usage
is eliminated during serving. Besides, Embedding Utilization can
cache the LLM embeddings before inference. Thus, they all can
meet the latency requirements of real-time service.

LLM 

Given a user who has viewed ...,
 he or she is interested in:

LLM 

Given a user who has viewed ...,
 he or she is interested in:

RS Model

（a) Model Initialization （b) Model Distillation

Initailize
Parameter

LLM 

The item has the following
attributes ...

LLM 

The item has the following
attributes ...

RS Model

（c) Embedding Utilization （d) Embedding Guidance

Figure 5: The illustration of Model Enhancement.

4.1 Model Initialization
Pretrain, as one of the initialization techniques, has shown poten-
tial in the recommendation field [44, 47, 89]. On the one hand,
pretrained weights can help model convergence. On the other hand,
the information learned from the pretrain stage will be preserved
and affect the downstream recommendation tasks. Thus, recent
works have explored saving the semantics of LLM to the weights
of RS models before training. Some approaches apply pretrained
weights to the whole RS model, denoted asWhole, while the others
are for the embedding layer, referred to as Embedding.

4.1.1 Whole. CTRL [37] and FLIP [79] are the representatives in
this line. CTRL first considers the semantic representation extracted
from LLM and collaborative representation derived from the tradi-
tional RS model as two distinct modalities [12–14]. It then aligns
such two “modalities” by contrastive tasks. The parameters updated
during the alignment process serve as the initialization of the whole
traditional RS model. Building upon CTRL, FLIP [79] fabricates fine-
grained masked tabular and language modeling alignment tasks for
better model initialization.

4.1.2 Embedding. Embedding plays a key role in the traditional
RS models [114], preliminarily capturing the relationships between
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items and features. The LLMERS in this sub-category all aim to
extract semantic relationships between items by the derived em-
beddings from LLM (i.e., LLM embeddings). Harte et al. [22] ini-
tiates this line, who input the item title to a large text embed-
ding model. Then, the derived LLM embeddings are used to initial-
ize the embedding layer of a sequential recommendation model.
Later, LEARN [30] proposes to adopt the hidden states of a frozen
open-sourced LLM as the item embedding. However, the general-
purpose LLM without fine-tuning may encounter incompatible
challenges for the recommendation task. To address this, SAID [24]
and TSLRec [42] specialize the item attribute word generation and
information reconstruction tasks, respectively, to better adapt the
LLM to recommendation. More recently, LLMEmb [48] integrates
an attribute-level contrastive task to further extract fine-grained
semantic relationships between items.

4.2 Model Distillation
Knowledge distillation (KD) is one of the compression tech-
niques [20], which is also promising to bring the powerful abilities
of LLM to small RS models. However, the gap between discrimina-
tive RS models and generative LLM may hinder the success of KD.
Thus, existing studies design Feature-based and Response-based
distillation ways to address such an issue.

4.2.1 Feature-based. Feature-based distillation transfers knowl-
edge directly between the hidden states of models, regardless of the
output type. LEADER [51] is the pioneer of this line, which distills
the RS model using the hidden state from the final layer of the LLM
with a trainable adapter. Notably, LEADER also fine-tunes the LLM
to transform the LLM into a discriminative model. In contrast, SLM-
Rec [97] maintains the basic structure of LLM, i.e., stack of several
transformer layers, but reduces the number of layers to create a
smaller-scale RS model. It then imposes knowledge distillation on
several transformer layers between the LLM and the RS model.

4.2.2 Response-based. Following the advancement in KD for
recommendation, recent works attempt to use LLM to generate a
ranking list from a semantic view, followed by the ranking distilla-
tion loss [74] for the RS model. Specifically, DLLM2Rec [9] proposes
to fine-tune the LLM to adapt the recommendation task and then
distill the small RS model by the ranking list derived from the LLM.

4.3 Embedding Utilization
In general, the LLM generates natural language to complete various
tasks. However, the textual outputs are often difficult and inefficient
to be integrated into RS models directly. To avoid the deficiency
and better utilize the semantics of LLM, many recent works utilize
the embeddings derived from LLM, e.g., the hidden states of the
last transformer layer of the LLM, to enhance traditional RS as
a semantic supplement. From the aspect that LLM embeddings
address in the traditional RS, this line of work can be categorized
into User Only, Item Only and User & Item.

4.3.1 User Only. In this cluster, the LLM is used to generate the
representation of the user’s preference directly. The LLM embed-
dings will then be fed into the traditional RS model for augmenta-
tion. A notable example in this line is LLM-CF [73]. It first designs a

data mixture method to fine-tune the LLM for recommendation ca-
pability. Next, the well-trained LLM can generate Chain-of-Thought
(CoT) reasoning to enhance user preferences.

4.3.2 Item Only. In some types of recommender systems, e.g.,
sequential recommendation, the item embeddings play a fundamen-
tal role. Thus, most existing embedding utilization focuses on the
item-only enhancement. Many early studies in this sub-category
directly adopt the frozen LLM without fine-tuning. For example,
TedRec [96] applies LLaMA to encode the item texts and then pro-
poses a frequency-based fusion to combine the derived semantic em-
beddings and ID embeddings. LRD [100] adopts LLM embeddings
akin to TedRec but introduces a novel self-supervised relation dis-
covery task to optimize the utilization. However, these works may
lose the informative semantics of LLM embeddings during training.
To address such an issue, LLM-ESR [49] and AlphaRec [69] both
devise a new pattern of frozen LLM embeddings with a trainable
adapter to maintain the original semantic information.

Despite successful utilization, the general-purpose LLM is often
not well-suited for recommendation tasks. Thus, several works pro-
pose to fine-tune the LLM [50] before utilization. LEARN [30] pro-
poses to align the user preferences derived from LLM with those of
RSmodels, which refines the item LLM embeddings. NoteLLM [105]
and NoteLLM-2 [106] are both devised for item-item recommen-
dation, where the LLM derives the item embeddings for retrieval.
NoteLLM only targets combining the textual semantics and collab-
orative signals, while NoteLLM-2 gives out a novel path to fine-
tune the LLM for understanding the multimodal features of items.
Recently, HLLM [5] proposes a novel hierarchical framework for
enhancement. The first level involves an item LLM, which encodes
the textual features of the item. The item LLM embeddings will
then be fed into a user LLM for final recommendation.

4.3.3 User & Item. In this line, the current papers can be clus-
tered into two categories. One is to utilize the user and item LLM
embeddings for recommendation by a similarity function directly.
For example, LoID [98] first aligns the LLM embeddings with col-
laborative ID information, then concatenates the user and item
representations derived from the LLM for final recommendation.
However, the user LLM embeddings are often sub-optimal because
of the lengthy textual prompts of the user’s interaction histories.
To face this challenge, BAHE [19] proposes to partition an LLM
into lower layers and higher layers. It uses the lower layers of the
LLM to encode the item attributes to get the comic item representa-
tion. Then, the corresponding comic vectors of the user’s interacted
items are fed into the higher layer. By comparison, EmbSum [104]
partitions the user’s interaction records into several sessions and
then uses the LLM to encode them separately. Except for the lengthy
prompt issue, the general user LLM embedding also faces a lack
of dynamics. To enhance dynamic graph recommendation, Dyn-
LLM [116] generates multi-faceted profiles for users.

The other line of work supplements the user and item LLM em-
beddings as extra features to augment the content-based RS models.
For instance, Laser [40] utilizes the derived user and item LLM
embeddings with an adapter for feature enhancement. LARR [77]
adopts the LLM embeddings as extra features but further highlights
the importance of fine-tuning the LLM specialized for RS.
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Figure 6: Trends of LLM-enhanced recommender systems. The horizontal and vertical axes represent open-sourced LLM or
close-sourced LLM and explicit or implicit semantics, respectively. The dots in different colors and shapes are the categories of
the works and whether the LLM is fine-tuned. In each quadrant, the works are ordered by time from left to right.

4.4 Embedding Guidance
Different from the direct embedding utilization, this line of papers
only uses the LLM embeddings as the guidance for training or pa-
rameter synthesis. According to which aspect the LLM embeddings
aim to enhance, we further categorize the current works into User
Only and User & Item.

Due to the lengthy prompt of user interactions, user LLM
embeddings are often noisy. Thus, considering the LLM embed-
dings as guidance is a feasible way for user-only enhancement.
LLM4SBR [65] enhances the short-term and long-term preferences
for session-based recommendation models by identifying the repre-
sentative items via LLM embeddings. By comparison, LLM-ESR [49]
retrieves similar users by LLM embeddings to enhance the long-tail
users during the training. These two works both aim to search for
relevant users or items from a semantic view and enhance the train-
ing process. Differently, LLM4MSR [87] generates the user-specified
parameters for multi-scenario recommendation models by LLM em-
beddings accompanied by meta networks. As for User & Item line,
the research studies guide both the user and item representation
learning. RLMRec [66] kicks off this line, which adds an extra loss to
align the collaborative user and item embeddings with correspond-
ing LLM embeddings during training. Based on RLMRec’s insights,
DaRec [102] proposes to disentangle the shared and specific parts
for both LLM and collaborative embeddings. Only imposing the
alignment on shared parts will lead to better performance.

5 Trends
To investigate trends of the LLMERS, we visualize the current works
based on the type of LLM and semantics in Figure 6. As mentioned
before, the key to LLM enhancement lies in the semantics. At the
early stage, many works [94, 112] prompt the LLM to derive natural

language, which contains knowledge and semantics for augmenta-
tion. Since they are readable and understandable, we denote them as
explicit semantics. By comparison, the cluster of implicit semantics
means that the mediation from LLM for enhancement is non-verbal,
e.g., the hidden states of LLM. Though humans may favor explicit
knowledge due to its explainability, we find that recent works prefer
the implicit one. The reason lies in the better performance of im-
plicit knowledge, while explicit knowledge suffers from information
loss during the extra encoding process.

As for the type of LLM, the figure reveals that more LLMERS
works resort to the open-sourced LLM. One reason is that it can
save money spent on calling the API. More importantly, the open-
sourced LLM can be fine-tuned to suit the recommendation task [48].
Furthermore, observing the quadrants I and IV, the fine-tuned LLM
has become prevalent recently, which indicates the significance of
aligning the LLM with recommendation tasks. Overall, we can sum
up the trends of current LLMERS as follows:
• The current LLMERS studies move from explicit semantics to
implicit semantics.

• For a better adaptation to the recommendation task, fine-tuned
open-sourced LLM becomes more prevalent.

• Model enhancement has gained more attention recently, be-
cause it can combine implicit semantics and fine-tuned LLM.

6 Applications and Efficiency
Applications. Traditional recommender systems have been widely
adopted in various applications, such as news recommendations.
Though LLMERS is also based on traditional RS, it often requires
abundant side information, especially informative texts, to make
full use of the reasoning and understanding abilities of LLM. Thus,
current LLMERS works often focus on applications that have one of
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Table 1: The applications and corresponding datasets of
LLMERS.

Characteristic Applications Dataset Link

Features

E-commerce
Amazon https://bit.ly/4ibCNY1

Alibaba https://bit.ly/4itdGjq

Online Retail -

Movie MovieLens https://bit.ly/3B6pV4J

Netflix https://bitly.is/3ZrfWyT

POI
Yelp https://bit.ly/4gfqvfd

Delivery Hero https://bit.ly/3Zug150

Foursquare https://bit.ly/4io706d

Video KuaiSAR https://bit.ly/3Vv7TzY

Texts

News MIND https://bit.ly/3ZzU9Xq

Book
GoodReads https://bit.ly/4f3Vjio

BookCrossing -

WeChat-ArticleRec -

Job Personalized -

two following characteristics: (i) it has a number of normal features
that LLM can understand; (ii) it has a volume of texts that LLM
can summarize. The E-commerce application belongs to the former
one, where users have many profile features and commodities have
attributes [49, 83]. Since the LLM owns open-world knowledge,
these features can be understood by it and derive semantics for
enhancement. By comparison, the news recommendation is the
typical application that utilizes the LLM to summarize the abun-
dant news texts [45]. To show it more clearly, we list the typical
applications that LLMERS has targeted in Table 1.
Efficiency. Compared with LLM as RS, the most important dis-
tinction and merit of LLMERS lies in high efficiency. Thus, we
discuss how each category of LLMERS is efficient in this para-
graph. i) Knowledge Enhancement minimizes runtime LLM de-
pendency by pre-generating static intermediaries (text summaries
or knowledge graphs), but introduces persistent encoding overhead.
Summary-based methods append cached summaries as supplemen-
tary features via text encoders [37], while KG follows dual paths:
feature-based KG integrates with content-based systems through
embeddings [27], and interaction-based KG enhances collabora-
tive filtering via graph processing [83]. Hybrid methods combine
KG-refined summaries with text encoding, trading compounded
costs for semantic enrichment. ii) Interaction Enhancement ex-
clusively amplifies training data through LLM-synthesized user in-
teractions [101], preserving inference efficiency and achieving uni-
versal scalability across recommendation architectures. iii) Model
Enhancement employs three strategies with varying architectural
dependencies: initialization of components (the whole model [37]
or embedding layers [24]) is enhanced by LLM-generated knowl-
edge, and only small RS models are used for service. Distillation
prioritizes traditional RS models [9], eliminating LLM during in-
ference. Embedding utilization and guidance decouple LLM from
inference by caching embeddings as semantic features (content-
based RS [54]) or cross-modal alignment anchors (collaborative
filtering [30]), incurring only storage and view-encoding costs.

7 Future Directions
LLMERS is a cutting-edge direction, where many problems have
not been addressed. Therefore, we give out several directions to
inspire later research.

• Exploration for More Recommendation Tasks. Existing
LLMERS works have focused on revolutionizing several basic
recommendation tasks, such as collaborative filtering [73] and
sequential recommendation [49]. They have proven the effective-
ness of bringing the semantics of LLM to traditional RS. Thus, it
is also promising to replicate their success in some other recom-
mendation tasks.

• Multimodal RS. The multimodal RS [46] has become preva-
lent recently due to the emergence of more multimedia services.
However, the existing multimodal RS often faces the challenge of
the extraction and fusion of features in different modalities. The
adoption of multimodal LLM [103] may be a feasible way to aug-
ment existing multimodal RS and even eliminate the extraction
and fusion procedures.

• User-side Enhancement. There have been many efforts of
LLMERS imposed on the item side, but few on the user side.
The reason lies in that the user’s historical interactions are often
organized into texts orderly. However, such a prompt often faces
the overlength problem [19]. Besides, the textual interactions are
often difficult to understand for LLM. This problem thus hinders
the user-side enhancement severely and needs to be addressed.

• Explainability. Explainability is an important aspect of con-
structing a trustworthy RS. The traditional RS is often short
in this aspect since it only adopts meaningless identities. The
LLM enhances the RS by understanding users and items from a
semantic view, which is promising for deriving an explanation.

• Benchmark. Since LLMERS is a newborn direction, there is no
benchmark in this field. Therefore, developing a comprehensive
and usable benchmark is an urgent need, because it can facilitate
fresh researchers to contribute to this field and accelerate the
advancement of this direction.

8 Conclusion
Large language model-enhanced recommender systems (LLMERS)
have attracted much attention due to their effectiveness and practi-
cability. In this paper, we conclude the most recent efforts in this
field. According to the component of traditional RS that LLMERS
targets, we categorize the papers into three lines, i.e., knowledge,
interaction and model enhancement. Furthermore, to facilitate and
inspire the researchers, we summarize developing trends and give
out several future directions.
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